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INTRODUCTION
➢What is Machine Learning ?

▪Machine Learning is a field of study that gives computers the ability to “learn”  
without being explicitly programmed

• Prediction

• Classification

Samuel AL, IBM J. Research & Development, 1959, vol. 3 (3), 210-229



INTRODUCTION
➢What is Deep Learning?

▪ Deep learning is a branch of machine 

learning that teaches computers to do what 

comes naturally to humans: learn from 

experience.

▪ Deep learning uses deep neural network 

with several layers to learn.

https://www.guru99.com/machine-learning-vs-deep-learning.html

https://www.guru99.com/machine-learning-vs-deep-learning.html


INTRODUCTION
➢What is Deep Learning?

▪ Deep learning describes models that utilize 

multiple layers to represent latent features 

at a higher and more abstract level 

▪ The representations are learned from data 

rather than constructed by human 

engineers

https://www.ibm.com/cloud/learn/neural-networks



INTRODUCTION
➢Inspiration from biological Neuron

▪ All or none 

▪ Frequency rather amplitude helps in information 

processing

Biological Neuron

𝑉

https://pmgbiology.files.wordpress.com/2015/02/5d3d66ef622165ae607b3c02f6e603c524e
ececf.gif

http://hyperphysics.phy-astr.gsu.edu/hbase/Biology/imgbio/actpot4.gif



INTRODUCTION
➢From biological neural to artificial neural network

Sensory receptors Neurons Brain centers

weights

Important: 
Output of each neuron produces 1 or 0



INTRODUCTION

What is Perceptron: A Beginners Guide for Perceptron [Updated]

➢ How Artificial Neural Network Works? 

https://www.simplilearn.com/tutorials/deep-learning-tutorial/perceptron


INTRODUCTION
➢Activation Functions

https://medium.com/@shrutijadon/survey-on-activation-functions-for-deep-learning-9689331ba092



APPROACHES
➢Gradient Descent
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INTRODUCTION
➢ Application of Deep Learning

http://dafne%20van%20kuppevelt/
https://www.semanticscholar.org/paper/Human-like-Autonomous-Vehicle-Speed-Control-by-Deep-Zhang-
Sun/9ed56cf584eb66bdf576fcc58e84fecb2f51f547

Image RecognitionCruise Assistance

Medical Imaging
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APPROACHES
➢Convolutional Neural Network (Finite Impulse Response)

https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53



APPROACHES
➢Convolutional Neural Network (Pretrained Network)

GoogLeNet, a pretrained deep convolutional neural network (CNN or

ConvNet)

CNN daisy 



APPROACHES
➢Example 1: Simple Image Classification using GoogleNET (using App)

CNN
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APPROACHES
➢Long Short-Term Memory (LSTM) Network (Infinite Impulse Response)

Special category of network that are suitable for learning long-term

dependencies.

https://towardsdatascience.com/machine-learning-recurrent-
neural-networks-and-long-short-term-memory-lstm-python-
keras-example-86001ceaaebc



APPROACHES
Example 4: LSTM Regression Network for Time Series Forecasting Using Deep 

Network Designer (App)
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APPROACHES
Example 4: LSTM Regression Network for Time Series Forecasting Using Deep 

Network Designer (App)



CONCLUSION
➢Deep Learning Networks can be used for regression and classification

➢Forecasting or Prediction is a salient feature of  ANN

➢Need large amount of data to train the models
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