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INTRODUCTION
Why do we need to derive features from data ?

 To test an hypothesis

 To classify different groups

 To predict outcomes



INTRODUCTION

Source: https://en.wikipedia.org/wiki/30_Minute_Meals
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INTRODUCTION

https://www.mathworks.com/academia/tah-portal/university-of-texas-at-tyler-1108545.html
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INTRODUCTION
Feature extraction is the process of transforming raw data into numerical features 
while preserving the information of the original data set.
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Schwartz WJ & Zimmerman P, J. Neurosci, 1990, 10, 3685-3694



INTRODUCTION
Feature extraction identifies most discriminating characteristics in signals.

Philips Actiwatch 2

0 1 2 3
0

1000

2000

0 1 2 3
0

1000

2000

days

Healthy Individual

Individual with bipolar disorderA
ct

iv
it

y 
Si

gn
al



OUTLINE
INTRODUCTION

DIFFERENT TYPES OF FEATURES 

DISCUSSION



DIFFERENT TYPES OF FEATURES
VARIABLE  

STATISTICAL FEATURES

SPECTRAL FEATURES

NONLINEAR FEATURES



DIFFERENT TYPES OF FEATURES
VARIABLE  

fitlm

MPG = a + b Weight + c Acceleration



DIFFERENT TYPES OF FEATURES
VARIABLE  

Real Estate Data



DIFFERENT TYPES OF FEATURES
VARIABLE  Don’t want to write the code?



DIFFERENT TYPES OF FEATURES
STATISTICAL FEATURES  0 1 2 3
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DIFFERENT TYPES OF FEATURES
STATISTICAL FEATURES 0 1 2 3
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Atluri, Salvatore and Indic (unpublished)

Correlation with Self Reported Suicidal Ideation

Mean : r = -0.17   p = 0.05

Variance : r = -0.05   p = 0.53

Skewness : r = 0.23   p = 0.007

Kurtosis : r = 0.18   p = 0.03

MATLAB functions

mean(filename)
variance(filename)
skewness (filename)
kurtosis(filename)
[r,p]=corr(resultsfilename(:,1),resultsfilename(:,5));

days



DIFFERENT TYPES OF FEATURES
SPECTRAL FEATURES
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DIFFERENT TYPES OF FEATURES
SPECTRAL FEATURES

Indic P, Salvatore P, Maggini C, et al. (2011) Scaling Behavior of Human Locomotor Activity Amplitude: Association with Bipolar Disorder. PLOS ONE 2011 6(5): e20650. 

Wavelet transform

wavelets(filename)



DIFFERENT TYPES OF FEATURES
SPECTRAL FEATURES

Indic P, Murray G, Maggini C, et al. (2012) Multiscale Motility Amplitude Associated with Suicidal Thoughts in Major Depression. PLOS ONE 2012, 7: e38761 

N=24 N=1

MATLAB functions:

Wavelets
corr

Individuals during major depression phase



DIFFERENT TYPES OF FEATURES
SPECTRAL FEATURES

Bloch-Salisbury E, Indic P, Bednarek F, and Paydarfar D, J Appl Physiol., 2009, 107: 1017-1027



DIFFERENT TYPES OF FEATURES
NONLINEAR FEATURES

Yang CC, Peng CK, Yien HW, Goldberger AL. Information categorization approach to literary authorship disputes. Physica A. 2003; 329:473-483.

 Fluctuation Analysis
 Pattern Analysis
 Fractal Analysis
 Information Categorization Approach
 Power Law
 Entropy
 Dimension



DIFFERENT TYPES OF FEATURES
NONLINEAR FEATURES

Carreiro, S, Chintha KK, Shrestha S*, Chapman B, Smelson D, Indic P. Wearable sensor based detection of stress and craving in patients during treatment for substance use 

disorder: A mixed methods pilot study. Drug and Alcohol Dependence. 2020, 107929

.

Cravings Detection



DIFFERENT TYPES OF FEATURES
Additional MATLAB Code

Physionet:   https://physionet.org/

TISEAN: https://www.pks.mpg.de/~tisean/
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o Identification of Features
o Develop MATLAB code for feature extraction
o Set up database
o Assist with experiment protocol and data analysis
o Machine Learning
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Design of a wearable biosensor sensor system with wireless 
network for the remote detection of life threatening events in 
neonates. 
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Pre-Vent

National Institute Of Health Grant
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Clinical Science Research and Development Grant (approved for 
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Wearable system for the detection of addiction
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The University of Texas System 
P. Indic  (PI, UT Tyler)
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