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PREREQUISITE
NO KNOWLEDGE OF PROGRAMMING 

NO KNOWLEDGE OF ANY QUANTITATIVE METHODS

INTEREST IN RESEARCH  (and also interested in making  $$$ ??? )

http://clipart-library.com/clipart/2096816.htm
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INTRODUCTION
DATA ANALYTICS

The process of analyzing raw information to get insights and draw 
conclusions about outcomes

https://marketoonist.com/2016/12/predictive-analytics.html



INTRODUCTION
DATA ANALYTICS

Business, Entertainment, Sports
Healthcare & Medicine
Basic Research

https://www.uvm.edu/news/story/team-builds-first-living-robots-can-reproduce
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INTRODUCTION
DATA ANALYTICS

Fastest growing jobs (28% according US Bureau of Labor Statistics)

Hot Jobs for Psychologists

Trend in Nursing Management

https://journals.lww.com/nursingmanagement/fulltext/2019/03000/the_synthesis_of_nursing_knowledge_and_predictive.3.aspx

https://www.bls.gov/opub/btn/volume-7/big-data-adds-up.htm
https://www.apa.org/gradpsych/2013/01/big-data



INTRODUCTION
IMPORTANT IN DATA ANALYTICS

Knowledge about the field and understanding the features as well as 
outcome

SPURIOUS RELATION

https://www.tylervigen.com/spurious-correlations
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INTRODUCTION
OLD CONCEPT IN A NEW PACKAGE

Data gathering and analysis in ancient times

https://www.sqlservercentral.com/articles/a-brief-history-of-data-analysis

Clay Tablets Papyrus Paper



INTRODUCTION
OLD CONCEPT IN A NEW PACKAGE

Number System
Algebra
Geometry
Calculus
Boolean Algebra
………..
…………
Finding Patterns, Trends,………
Data Analytics, Machine Learning, AI,……



INTRODUCTION
OLD CONCEPT IN A NEW PACKAGE

Find the sum of first three odd numbers 
(1+3+5 = 9)

Find the sum of first seven odd numbers
(1 + 3 +5 +7 +9 + 11 +13 = 49)

Find the sum of first N odd numbers
(1+3+5+7+9+………….+N = N2)



INTRODUCTION
What is Machine Learning ?

Machine Learning is a field of study that gives computers the ability to “learn” 
without being explicitly programmed

• Prediction

• Classification

Samuel AL, IBM J. Research & Development, 1959, vol. 3 (3), 210-229



INTRODUCTION
Too many books spoil the curiosity

 Start with Andrew Ng, Machine Learning, Stanford University available on YouTube

Some Statistics & Programming Knowledge Helps ! 



INTRODUCTION

Analytical Tools Simple Calculator
(Boolean Algebra)

Scientific Calculator
(Series Expansion, 
Boolean Algebra )

Smart Devices
(ML Models, 
Programming 
Language, Assembly 
Language, Series 
Expansion, Boolean 
Algebra)

Computer
(Programming 
Language, Assembly 
Language, Series 
Expansion, Boolean 
Algebra)



INTRODUCTION
Always there is a mathematical foundation

Analytical Tools (Logarithm, Laplace Transform, Fourier Transform…….)

Computational Tools (Boolean Algebra, Taylor Series Expansion,……..)

Programming Languages (Basic, Fortran, C, C++, Java, …….)

Assembly Languages (depending upon the computer processors)

Machine Learning Models (Supervised and Unsupervised Learning

Artificial Intelligence (Neural Network, Deep Learning)



ANALYSIS PLATFORM

https://www.mathworks.com/academia/tah-portal/university-of-texas-at-tyler-1108545.html

Open Source Solutions:
R & Python



ANALYSIS PLATFORM

Workspace

Command window

Text Editor



HYPOTHESIS
Scientific hypothesis, an idea that proposes a tentative explanation about a phenomenon or a 
narrow set of phenomena observed in the natural world. The two primary features of a scientific 
hypothesis are falsifiability and testability

Source: https://www.britannica.com/science/scientific-hypothesis
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The process of analyzing raw information to get insights and draw 
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Describe : Descriptive Analytics
Predict : Predictive Analytics
Diagnose : Diagnostic Analytics
Prescribe : Prescriptive Analytics
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DATA ANALYTICS & TYPES
DESCRIPTIVE ANALYTICS

- Statistical Measures (mean, variance, linear relationship,…..)
- Graphical Representation (Bar graphs, plots, ……)

Anscombe, FJ (1973). “Graphs in Statistical Analysis”. American Statistician. 27 (1): 17-21

Mean:
x =9
y=11

Variance:
x = 11
y = 4.125

y = 0.5x + 3



DATA ANALYTICS & TYPES
DESCRIPTIVE ANALYTICS

- Statistical Measures (Mean, Variance, Linear Relationship,…..)
- Graphical Representation (Bar graphs, Plots, ……)

Anscombe, FJ (1973). “Graphs in Statistical Analysis”. American Statistician. 27 (1): 17-21

x

y



DATA ANALYTICS & TYPES
DESCRIPTIVE ANALYTICS

- Statistical Measures (Assumption:  Data follows normal distribution)
- Graphical Representation (Assumption: Relationship is linear)

Anscombe, FJ (1973). “Graphs in Statistical Analysis”. American Statistician. 27 (1): 17-21

x

y



DATA ANALYTICS & TYPES
PREDICTIVE ANALYTICS

- Analysis of data to predict outcome

Anscombe, FJ (1973). “Graphs in Statistical Analysis”. American Statistician. 27 (1): 17-21

y = 0.5x + 3

x

y

Dependent variable or outcome

Independent variable 
or feature



DATA ANALYTICS & TYPES
PREDICTIVE ANALYTICS

- Linear Regression

MPG = a + b Weight + c Acceleration



DATA ANALYTICS & TYPES
DIAGNOSTIC ANALYTICS 

PRESCRIPTIVE ANALYTICS
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FEATURES
VARIABLE  (example: mpg, weight) 

STATISTICAL FEATURES (example: mean, variance)

SPECTRAL FEATURES (example: strength, timing)

NONLINEAR FEATURES (example: irregularity, power law)

Preprocessing Feature Extraction Feature SelectionData

Data Analytics:
Statistical or Machine Learning



Statistical vs. Machine Learning Models
Purpose: 
Statistical models are used for inference (To find association between features and 
an outcome). Results should be interpretable.

Machine Learning models are used for prediction (Use features that can predict an 
outcome). Results may not be interpretable.

- Regression, Classification, Clustering



MACHINE LEARNING & TYPES
Supervised Learning

Learning a relationship between features and the outcome using a training set 

Unsupervised Learning

Learning underlying structures in features



MACHINE LEARNING & TYPES
Supervised Learning

• Linear Regression

• Logistic Regression

• Support Vector Machine

• Artificial Neural Network

• …………..

• ……………

• …………….



MACHINE LEARNING & TYPES
Unsupervised Learning

Clustering

• Principal Component Analysis

• Independent Component Analysis

• Singular Value Decomposition

• …….

• ………



MACHINE LEARNING & TYPES
Supervised Learning

• Linear Regression

• Logistic Regression

• Support Vector Machine

• Artificial Neural Network

• …………..

• ……………

• …………….



MACHINE LEARNING & TYPES
Do machines actually “learn” ?

N=24

𝑉𝑉𝑉𝑉 = 𝑚𝑚 × 𝑆𝑆𝑆𝑆 + 𝐶𝐶



MACHINE LEARNING & TYPES
Do machines actually “learn” ?

𝐸𝐸 = ∑𝑛𝑛=1𝑁𝑁 𝑒𝑒2

N=24

�𝑉𝑉𝑉𝑉 = 𝑚𝑚 × 𝑆𝑆𝑆𝑆 + 𝐶𝐶

𝑒𝑒 𝑁𝑁 = 1 = �𝑉𝑉𝑉𝑉 𝑁𝑁 = 1 − 𝑉𝑉𝑉𝑉(𝑁𝑁 = 1)
𝑒𝑒 𝑁𝑁 = 2 = �𝑉𝑉𝑉𝑉 𝑁𝑁 = 2 − 𝑉𝑉𝑉𝑉 𝑁𝑁 = 2

………
……..

𝑒𝑒 𝑁𝑁 = 24 = �𝑉𝑉𝑉𝑉 𝑁𝑁 = 24 − 𝑉𝑉𝑉𝑉(𝑁𝑁 = 24)



MACHINE LEARNING & TYPES
Do machines actually “learn” ?

How do we find minimum E ?
N=24

�𝑉𝑉𝑉𝑉 = 𝑚𝑚 × 𝑆𝑆𝑆𝑆 + 𝐶𝐶

0.1 0.6 0.8 0.01 0.5

1 10 0.01 0.001 0.002

8 7 0.0006 0.03 0.55

100 12 0.1 12 0.89

2 1 2 0.5 0.05

m

C



LEARNING APPROACHES
Do machines actually “learn” ?

How do we find minimum E ?

- Gradient Descent

by Louis Augustin Cauchy in 1847

N=24

�𝑉𝑉𝑉𝑉 = 𝑚𝑚 × 𝑆𝑆𝑆𝑆 + 𝐶𝐶

�𝑆𝑆𝑆𝑆 = 𝑎𝑎 × 𝑉𝑉𝐼𝐼 + 𝑏𝑏

Cm

E

Linear Regression



MACHINE LEARNING & TYPES
Do machines actually “learn” ?
Classification of High Risk (n=43) vs. Low Risk (n=95)

0 = Low Risk, 1 = High Risk (SI>4)

Logistic Regression
Accuracy ~73%

VI
Mean
Variance
Skewness
Kurtosis
Power
Period

1

0

𝑝𝑝 =
1

1 + 𝑒𝑒−(𝑎𝑎 ×𝑉𝑉𝑉𝑉+𝑏𝑏 )

Linear Regression F

P= 1
1+𝑒𝑒−(𝐴𝐴𝑇𝑇𝐹𝐹+𝐵𝐵 )



MACHINE LEARNING & TYPES
How to implement in MATLAB ?

Step 1: Create an excel sheet with features 

with class assignments



MACHINE LEARNING & TYPES
How to implement in MATLAB ?

Step 2: Open MATLAB and drag the 

excel file to workspace



MACHINE LEARNING & TYPES
How to implement in MATLAB ?

Step 3: Click Import Selection and 

import data



MACHINE LEARNING & TYPES
How to implement in MATLAB ?

Step 4: Features are in workspace and ready 



MACHINE LEARNING & TYPES
How to implement in MATLAB ?

Step 5: Go to Apps, 

-click classification learner,

- -select Logistic Regression 

from Model Type

-click New Session, 

-select from Workspace



MACHINE LEARNING & TYPES
How to implement in MATLAB ?

Step 6: Set 10-fold Cross validation

- Start the session



MACHINE LEARNING & TYPES
NONLINEAR FEATURES

Carreiro, S, Chintha KK, Shrestha S, Chapman B, Smelson D, Indic P. Wearable sensor based detection of stress and craving in patients during treatment for substance use 
disorder: A mixed methods pilot study. Drug and Alcohol Dependence. 2020, 107929

.

Cravings Detection



MACHINE LEARNING & TYPES

Stress Detection Algorithm

Sloke Shrestha

2 : No Stress
3: Stress



MACHINE LEARNING & TYPES
Stress Detection Algorithm

2 : No Stress
3: Stress

Fine Gaussian SVM
Accuracy ~75%



SUMMARY

Preprocessing Feature Extraction Feature SelectionData

Statistical or 
Machine Learning 
Models 

o Ready to go features and machine learning models
CHIA

features

fast & efficient

https://calendly.com/pindic/30min?month=2021-12



THANK YOU 

Design of a wearable biosensor sensor system with wireless 
network for the remote detection of life threatening events in 
neonates. 

National Science Foundation Smart & Connected 
Health Grant
P. Indic (Lead PI, UT-Tyler)
D. Paydarfar (Co PI, UT-Austin)
H. Wang (Co PI, UMass Dartmouth)
Y. Kim (Co PI, UMass Dartmouth) 

Pre-Vent

National Institute Of Health Grant
P. Indic (Analytical Core PI, UT-Tyler)
N. Ambal (PI, Univ. of Alabama, Birmingham) 

Design of a wearable sensor system and associated algorithm to track 
suicidal ideation from movement variability and develop a novel 
objective marker of suicidal ideation and behavior risk in veterans. 
Clinical Science Research and Development Grant (approved for 
funding), 
P. Indic (site PI, UT-Tyler)
E.G. Smith (Project PI, VA)
P. Salvatore (Investigator, Harvard University)

ViSiOn
P. Indic (site PI, UT-Tyler)
P. Ramanand (Co-I, UT Tyler
N. Ambal, (PI, Univ. of Alabama, Birmingham) 

SBIR: RAE (Realize, Analyze, Engage) - A digital biomarker 
based detection and intervention system for stress and 
carvings during recovery from substance abuse disorders.
PIs: M. Reinhardt, S. Carreiro, P. Indic

STARs Award

The University of Texas System 
P. Indic  (PI, UT Tyler)



QUESTIONS
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