CHALLENGES OF BIOMEDICAL DATA ANALYSIS

PREMANANDA INDIC, PH.D.
DEPARTMENT OF ELECTRICAL ENGINEERING

The University of Texas at

TYLE Center for Health ORS Research Design & Data Analysis Lab
Informatics & Analytics Office of Research and Scholarship




INTRODUCTION

4\ MathWorks-
Data

University of Texas at Tyler

Get Software  Learn MATLAB = Teach with MATLAB  What's New

MATLAB Access for Everyone at

University of Texas at Tyler

https://www.mathworks.com/academia/tah-portal/university-of-texas-at-tyler-1108545.html

1980S-ERA NEURAL NETWORK DEEP LEARNING NEURAL NETWORK

Multiple hidden layers
process hierarchical features

Hidden
layer

Output:
‘George’

~
=7 7 2290

20

\\. e‘ntif‘y

light/dark or features

\ A\ :
pixel value \ Identify Identify Identify /l

edges combinations features

Links carry signals
from one node > of edges

to another, boosting
=2 GEF TH® mEE @EE
e *i 0 SON BEG AR HEH

Waldrop, M.M., 2019. News Feature: What are the limits of deep
learning?. Proceedings of the National Academy of Sciences, 116(4),

pp.1074-1077. Lo

Statistical or
Machine Learning
Models

Extraction

Feature '
Data ‘ Preprocessing ‘Engineering/ -' Feature Selection ‘




INTRODUCTION

1980S-ERA NEURAL NETWORK DEEP LEARNING NEURAL NETWORK
A\ MATLAB R2021b - academic use - o
Hidden Multiple hidden layers
— — layer process hierarchical features
M @ ® &8 @ ® & & & v o
Design GetMore Install Package — Optimization  Signal  Classification Deep Network DeepNetwork Experiment  NeuralNet  NeuralNet  NewralNet  NeuralNet  Regression  Distribution Output
App Apps  App  App Analyzer Learner Designer Quantizer Manager Clustering Fitting Pattern Rec..  Time Series Learner Fitter
FILE APPS =
RS At~ » C: » Users » Pravitha » Documents » - P
Current Folder Co [ Workspace ®
Output:
[ Name ~ New to MATLAB? See resources for Geting Started, *|| Name = Value . g
. George'
ustom Office Templates 7o |
1BM *
MATLAB
PR2022
Zoom fy
light/dark A4 or features
pixel value \ Identify Identify Identify /’
Links carry signals edges combinations features
Details ~ from one node ~—— of edges
to another, boosting
or damping them -s n-.
according to each ‘.£1 ale
inks ‘weigh. P BEiA

Waldrop, M.M., 2019. News Feature: What are the limits of deep
st isto i s learning?. Proceedings of the National Academy of Sciences, 116(4),

pp.1074-1077. . ..
Statistical or

Machine Learning
Models

Feature .
Preprocessing Engineering/ Feature Selection

Extraction

Data




BIOMEDICAL (BIG) DATA

»>NEED A SPECIFIC RESEARCH QUESTION (HYPOTHESIS)

»FROM BIG DATA TO CLINICAL IMPACT IS STILL UNCLEAR

Scientific hypothesis, an idea that proposes a tentative explanation about a
phenomenon or a narrow set of phenomena observed in the natural world. The two
primary features of a scientific hypothesis are falsifiability and testability

Source: https://www.britannica.com/science/scientific-hypothesis



BIOMEDICAL (BIG) DATA

»PHYSIOLOGICAL / BEHAVIORAL / DEMOGRAPHICS

- Traditional Data Collection (Controlled Conditions)
- Electronic Health Records (Notes, Vital Signs, Demographics, Lab Results..)

- Sensor Data

- Social Media Data



BIOMEDICAL (BIG) DATA

- Traditional Data Collection (Controlled Conditions)

Very expensive
Randomized Control Trials (Inclusion/ Exclusion Criteria)

Population sample must match the actual population (selection bias)

Sanson-Fisher, R.W., Bonevski, B., Green, LW. and D’Este, C., 2007. Limitations of the randomized controlled trial in evaluating
population-based health interventions. American journal of preventive medicine, 33(2), pp.155-161.



BIOMEDICAL (BIG) DATA

- Traditional Data Collection (Controlled Conditions)

Very expensive
Randomized Control Trials (Inclusion/ Exclusion Criteria)

Population sample must match the actual population (selection bias)

Zadrozny, B., 2004, July. Learning and evaluating classifiers under sample selection bias. In Proceedings of the twenty-first
international conference on Machine learning (p. 114).
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BIOMEDICAL (BIG) DATA

- Traditional Data Collection (Controlled Conditions)
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BIOMEDICAL (BIG) DATA

- Traditional Data Collection (Controlled Conditions)
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BIOMEDICAL (BIG) DATA

- Electronic Health Records

Demographics, current and past diagnosis, lab results, prescription drugs,
notes, radiological images, ......

Subjective vs Objective



BIOMEDICAL (BIG) DATA

- Electronic Health Records

Medical Concept Extraction
Patient Trajectory Modeling
Disease Inference

Clinical Decision Support System



BIOMEDICAL (BIG) DATA

- Electronic Health Records (Notes, Vital Signs, Demographics, ....)

Missing Data
Sample Size
Miss classification error

Gianfrancesco, M.A., Tamang, S., Yazdany, J. and Schmajuk, G., 2018. Potential biases in machine learning algorithms using
electronic health record data. JAMA internal medicine, 178(11), pp.1544-1547.



BIOMEDICAL (BIG) DATA

- Electronic Health Records (Notes, Vital Signs, Demographics, ....)

Sources of Bias
Entering EHR
Systems

Potentialto Differentially Affect Vulnerable Populations

Example of Biases With Respect to Clinical Decision Support Output

Missing data

Certain patients may have more fractured care and/or be seen at multiple
institutions; patients with lower health literacy may not be able to access

online patient portals and document patient-reported outcomes

The EHR may only contain more severe cases for certain patient populations
and make erroneous inferences about the risk for such cases; conditioning on
complete data may eliminate large portions of the population and result in

inaccurate predictions for certain groups

Sample size

Certain subgroups of patients may not exist in sufficient numbers for a

predictive analytic algorithm

Underestimation may lead to estimates of mean trends to avoid overfitting,
leading to uninformative predictions for subgroups of patients; clinical
decision support may be restricted to only the largest groups, spurring

improvements in certain patient populations without similar support for others

Misclassification or

measurement error

Patients of low socioeconomic status may be more likely to be seen in
teaching clinics, where data input or clinical reasoning may be less accurate
or systematically different than that from patients of higher socioeconomic

status; implicit bias by health care practitioners leads to disparities in care

Algorithm inaccurately learns to treat patients of low socioeconomic status

according to less than optimal care and/or according to implicit biases




BIOMEDICAL (BIG) DATA

- Electronic Health Records (Notes, Vital Signs, Demographics, ....)

From traditional machine learning to deep learning:
Features are derived directly from data

Based on Artificial Neural Networks

Shickel, B., Tighe, P.J., Bihorac, A. and Rashidi, P., 2017. Deep EHR: a survey of recent advances in deep learning techniques for electronic
health record (EHR) analysis. IEEE journal of biomedical and health informatics, 22(5), pp.1589-1604.



BIOMEDICAL (BIG) DATA

- Electronic Health Records (Notes, Vital Signs, Demographics, ....)

Several recent deep EHR projects.

Project Deep EHR Task

DeepPatient  Multi-outcome Prediction

Deepr Hospital Re-admission Prediction
DeepCare EHR Concept Representation
Doctor Al Heart Failure Prediction
Med2Vec EHR Concept Representation
eNRBM Suicide risk stratification

Shickel, B., Tighe, P.J., Bihorac, A. and Rashidi, P., 2017. Deep EHR: a survey of recent advances in deep learning techniques for electronic
health record (EHR) analysis. IEEE journal of biomedical and health informatics, 22(5), pp.1589-1604.



BIOMEDICAL (BIG) DATA

- Sensor Data

Sensor Design : Differential characteristics
Data are nonstationary : Feature extraction methods are stationary
Data has multiscale structure : Analytical tools fails to capture such scales

Noise & Artifacts : Noise/ artifacts may have useful information
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BIOMEDICAL (BIG) DATA
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- Sensor Data

Sensor Design : Differential characteristics
Data are nonstationary : Feature extraction methods are stationary
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BIOMEDICAL (BIG) DATA
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BIOMEDICAL (BIG) DATA
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SUMMARY

Bias:
Historical bias : Structural 1ssue with data collection
Representation bias : Effect of sampling
Measurement bias : Measurement of a specific feature
Evaluation bias : Model iteration and evaluation
Aggregation bias : Flawed assumptions

Suresh, H. and Guttag, J.V., 2019. A framework for understanding unintended consequences of machine learning. arXiv
preprint arXiv:1901.10002, 2.



SUMMARY

Challenges:
Conceptual : Standards, Physician’s intuition, Reasoning
Technical : Limitations in sensors & algorithms
Humanistic : Values & duties, ethics
Interpretability : From black box to clinical inference

Quinn, T.P,, Senadeera, M., Jacobs, S., Coghlan, S. and Le, V., 2021. Trust and medical Al: the challenges we face and the expertise
needed to overcome them. Journal of the American Medical Informatics Association, 28(4), pp.890-894.
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